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Analytic Element Models

by James R. Craig’, Igor Jankovi¢?, and Randal Barnes?

Abstract

A new approach is presented for improving the computational efficiency of regional-scale ground water mod-
els based on the analytic element method (AEM). The algorithm is an extension of the existing “superblock”
algorithm, which combines the effects of multiple analytic elements into Laurent series and Taylor series (super-
block expansions). With the new “nested superblock” formulation, Laurent series are nested in a hierarchical
(quad-tree) data structure with direct mathematical relationships between parent and child superblock coefficients.
Nested superblocks significantly accelerate the evaluation of the complex potential and discharge function in
models that contain a large number of analytic elements at multiple scales. This evaluation process, the primary
computational cost of AEM models, is required to determine the element coefficients, generate contour plots, and
trace pathlines. The performance of the nested superblocks is demonstrated with a simplified model based on the
Lake Ontario watershed geometry comprising thousands of hydrogeologic features at multiple geographic scales.

Introduction

The analytic element method (AEM), discussed in
Strack (1989), Haitjema (1995), and Fitts (2002), is an
alternative to finite-difference and finite-element methods
for the modeling of regional (two-dimensional [2D])
ground water flow. The AEM may also be used to simu-
late other physical phenomena (e.g., electric, magnetic,
and thermal conduction) and three-dimensional (3D) flow.
This paper deals with regional ground water flow only.

The irrotational and divergence-free portion of the
AEM solution is expressed here in terms of complex
potential 2(z) = @(z) + i¥(z) and the discharge function
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W(z) = Q:(z) — iQy(z) where @ is the discharge poten-
tial, ¥ is the stream function, Q, and 0, are components
of the discharge vector, and z = x + iy is a location in the
complex plane. The method is superposition based: {2
(or W) is expressed as a sum of complex potentials (or
discharge functions) due to distinct hydrologic features
(elements). O, and Q, components that account for diver-
gent and rotational flow may be added to this solution.
The computational expense of the method is proportional
to the number of elements but not their size. Hence, the
method may be considered as scale independent.

Analytic elements that correspond to hydrologic fea-
tures contain coefficients that are computed from internal
and external boundary conditions. For example, coeffi-
cients of an analytic element included to model a section
of a river are computed by requiring a certain head distri-
bution along the element. The coefficients in analytic ele-
ment models have traditionally been calculated using
explicit algorithms in which the coefficients of all ele-
ments are computed simultaneously, by solving a linear
system of equations that contains all unknown coeffi-
cients. An alternative, proposed by Jankovi¢ and Barnes
(1999), is to compute coefficients iteratively, for one ele-
ment at a time. Element coefficients are computed simul-
taneously (by solving a linear system of equations that
contains only element coefficients) before moving to the
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next element. As soon as element coefficients are com-
puted, they are used (within the same iteration) for other
elements. The iterations between the elements are equiva-
lent to iterations of a Gauss-Seidel algorithm.

The procedure of computing element coefficients re-
quires evaluations of {2 and W along element boundaries
at many control points. This is the primary computa-
tional expense associated with implementation of large
regional-scale models. The computational expense, per
element, is proportional to the number of control points
on the element and to the total number of elements. The
purpose of this paper is to develop an efficient algorithm
that significantly reduces the computational expense in
evaluation of {2 and W, by eliminating the dependency of
the per-element computational cost on the total number
of elements. These improvements are particular to our
globally iterative solution method; the developments pre-
sented here are not applicable to conventional globally
explicit algorithms.

The algorithm developed here is an extension of the
existing superblock algorithm developed by Strack et al.
(1999). This paper is organized as follows: the key
features of the existing formulation are reviewed first, fol-
lowed by presentation of the new algorithm and an exam-
ple application. For brevity, only expressions for (2 are
presented. Similar expressions for the discharge function
may be obtained from the definition of the discharge
function, W = —d(2/dz.

Existing Superblock Formulation

The simulation domain is covered with a square grid.
Hydrologic features (and corresponding elements) are as-
signed to individual grid cells based on geometry: an ele-
ment is considered a member of a grid cell if the cell
contains the centroid of the element. These cells, referred
to as superblocks, may contain elements that extend
beyond cell boundaries (partially contained members)
and those that do not (fully contained members).

The complex potential due to all fully contained
superblock members may be represented, at a distance R
and beyond from the superblock center, as a single
asymptotic expansion (Laurent series of negative terms
only) plus a logarithmic term

Z_ZC
R

Op = ZanZ +—ln( ) where Z = (1)

where z. is the complex coordinate of the superblock cen-
ter and Qp is the combined extraction rate of all fully
contained members. The circle of radius R, centered at z,,
must contain the entire superblock. The coefficients a,
are computed by matching the combined discharge poten-
tial due to all fully contained members with the real part
of the Laurent series and the logarithmic term. This match-
ing is performed at control points, Z, = (z, — z.)/R =
¢/, placed along a circle of radius R that is slightly
larger than the cell (e.g., 10%). The control points Z,,
are selected at Fourier frequencies, 0,, = 2n(m-1)/M,
m = 1... M, where M is the number of control points.

The sum of the squared matching errors over M control
points is minimized; this yields (Strack et al. 1999)
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0 = 37> PulZ) @

M

Z ®Pp(Zy)[cos(nb,,) +isin(nb,)]  (3)
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where @3 is the discharge potential from all fully con-
tained members. Using this approach, Strack et al. (1999)
reported matching errors in the 12th (or higher) signifi-
cant digits for Laurent series with 60 terms. The number
of control points (M) should be set to about three times
the number of degrees of freedom, 2N + 1, where N is the
number of terms retained in the Laurent series Equation 1
(Barnes and Jankovi¢ 1999).

The coefficients a, may alternatively be obtained
by matching the combined stream function due to all
fully contained members with the imaginary part of the
Laurent series and the logarithmic term along the circular
boundary. This approach is somewhat more complicated
because of the presence of branch cuts. However, the dif-
ference between the two methods was found to be practi-
cally negligible if enough terms in Equation 1 are retained
(e.g., N = 60). The former approach is hence adopted here
because of simplicity.

As many as 250,000 (2D) and 100,000 (3D) elements
with >107 element coefficients have been successfully
simulated using the existing formulation (Jankovic et al.
2003a). In contrast, explicit formulations are limited to
~10* element coefficients.

The existing algorithm works well if all elements are
of similar size and most of them are fully contained by
the superblock, as was the case in Jankovic et al. (2003a,
2003b, 2003c). If the variation in size of superblock
members is large, the formulation is less efficient since
more partially contained elements are present.

To reduce the number of partially contained elements,
the restriction that an element must be fully contained by
a superblock may be somewhat relaxed. Elements that
are fully contained by the circle (where matching with
Laurent series is performed) can be included in the equivalent
Laurent series (e.g., element A in Figure 1). Many larger
elements (e.g., element B in Figure 1) still extend beyond
the circle boundary. These elements are not represented by
Laurent series and must be accounted for individually.

Nested Superblocks

A new superblock formulation, developed in this
paper, is designed to remove the limitation posed by par-
tially contained members and to further enhance the effi-
ciency of the superblock approach. The idea is to group
adjacent superblocks into a new, larger superblock that fits
some partially contained members of the smaller blocks. In
addition, this high-level superblock contains all fully con-
tained members of smaller superblocks (e.g., the four super-
blocks in Figure 1). The equivalent Laurent series of the
high-level superblock (referred to as a parent superblock)
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Figure 1. Schematic of a superblock configuration.

accounts for the influence of all lower-level (child) super-
blocks. Furthermore, elements that extend beyond the
boundaries of child blocks, yet fit inside the parent block,
are included in the Laurent series of the parent block.

Any number and arrangement of child blocks can be
included in a parent block using the matching algorithm
described in the previous section. In the following analy-
sis, a parent block is composed of four adjacent child
blocks as shown in Figure 1. The Laurent series of the
parent block represents both the complex potential of all
four child blocks and the complex potential of the par-
tially contained members of child blocks that are fully
contained by the parent block. This simple geometric
arrangement results in significant savings of computa-
tional effort, as shown subsequently.

The following analysis relates to the child block
labeled NE in Figure 1. For brevity, similar analyses for
the other three child blocks are omitted. The Laurent
series of the NE child block can be represented as:

S I e Rt

Since the NE child block is contained by the parent
block, Equation 4 can also be written as an expansion
about z,, the center of the parent block

z—1 = z— 2\ "
One(e) = S5 m () + S () s
Ne(@) =S In (TR nz:; n \2R ®)
Equating Equations 4 and 5 and rearranging yields
BNE (Z Zp> —n QNE1 HETANEY (Z ZNE) n
Z 2R 2n Z Zp HZ

n=0 =0
(6)

Ong(z) =

The matching of the left-hand and right-hand side is
done on a truncated form of Equation 6 using M control
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points Z, = (zm —2,)/(2R) = eon; 0, = 2n(m—1)IM,
m =1 ... M. Both series are truncated at the same order, N,

N —n
> bFem i = One (2 M) +Z NE (Z ZNE)
=0 2n <m=2p =0 R

(7)
Equation 7 may be written in a matrix form as
Cb=d-Q+Ea (8)
where the complex matrix elements for the NE block are
defined as

b, =b"F. a

NE ___—inb
n _an7le‘l_e m7

1 — — —n
d, =—1In n%m — INE ,and E,, = (M)
2n Im — Zp R
9)

The matrix elements for the other child blocks are
obtained by replacing znyg with the center of respective
blocks. Equations 8 and 9 define the influence of the NE
child coefficients on the parent block coefficients. Equa-
tion 8 is solved in the least-squares sense (Golub and
Van-Loan 1996) by multiplying it by the transposed con-
jugate of C, C

C'cb=C'd-0+C'Ea (10)

Wlth the selection of control points adopted in this
paper, c'c=m. I, where I is the identity matrix. Hence

b=f-0+Ga (11)

where
f—'C"d and G = -C'E (12)
M M

Equations 11 and 12 contain a portion of the co-
efficients b, due to the NE block. Similar analysis must
be performed for the other three child blocks, and the co-
efficients b,, are computed as

bl = b\ + bV + B+ b)Y + b (13)

where bS are the Laurent series coefficients due to par-
tially contained members of the child blocks that are fully
contained by the parent block. These coefficients are
computed using the matching algorithm described in the
previous section.

The complex potential due to all child blocks and
their partially contained members that fit in the parent
block is

Y 72—z N 72—z
ry P\ 4 bp( p
27r <2R) Zo "\ 2R

n=

)0

0y, = One + Onw + Osw + Ose + Oc (15)

Qc is the combined extraction rate of partially contained
members of child blocks that fit in the parent block.

The process of combining child blocks into a parent
block may be repeated at the level of parent blocks. Four



adjacent parent blocks are considered as a new parent
block. This process can be carried out for any number of
levels, resulting in a quad-tree (Samet 1989) superblock
structure. At the highest level, the simulation domain is
covered by four blocks. Each of these blocks is sub-
divided into four child blocks. The process goes down the
quad-tree structure until the smallest blocks are too small
to fully contain member elements. The complex potential
at a given location is evaluated using an algorithm that
progresses from the highest level (largest blocks) to the
lowest level (smallest blocks). If a high-level block is
used, the contributions from all its members are ac-
counted for; there is no need to use lower-level blocks.
The example considered in the next section contains up to
five nesting levels.

The quad-tree structure, originally developed for rapid
storage and querying of spatially distributed data (Samet
1989), provides additional advantages in ground water
flow and transport modeling. For example, the structure
may be used to rapidly access values of hydraulic conduc-
tivity in models of highly heterogeneous formations.

Regional Modeling Example

A test case was developed to examine the perfor-
mance of the new formulation. The test case is based on
the geometry and topography of the Lake Ontario—
St. Lawrence River surface watershed and surrounding
area. The case is not considered as a representative model
of this watershed; the only purpose is to illustrate the effi-
ciency of the nested superblock approach in modeling
regional-scale ground water flow. The aquifer is repre-
sented as a homogeneous unconfined formation with con-
ductivity of 3 m/d and uniform recharge of 12.5 cm/year,
with a horizontal base.

The model consists of 3727 head-specified line seg-
ments that mimic significant surface water features. The
geometry was digitized from a USGS 1:100,000 hydro-
logic basemap of the region (USGS 2003). Specified heads
were interpolated from a 1:250,000 USGS digital elevation
model (USGS 2003). The model covers ~200,000 km?
with elements ranging in length from 60 to 30,000 m in
length.

The algorithm was implemented in the object-
oriented analytic element software Bluebird (Craig 2002).
The solution was obtained using the iterative algorithm of
Jankovi¢ and Barnes (1999). Figure 2 shows head distri-
bution and model configuration at three spatial scales ob-
tained with 5 degrees of freedom per line segment after
5000 iterations.

The computational efficiency of the formulation was
measured by solving the system at multiple levels of
superblock nesting (from 0 to 5) and for varying number
of degrees of freedom per segment (from 2 to 30). The
number of superblocks ranged from 0 (level 0) to 1024
(level 5). Computations were performed on a desktop
computer with a Pentium IV Xeon processor at 2.4 GHz.
The results are shown in Figure 3. The nested superblock
approach does not affect the iterative process (or the num-
ber of iterations) required for the model to converge (only
the per-iteration cost is affected). Efficiency was hence
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Figure 2. Head contours at three spatial scales for the test
simulation.

measured based on a single iteration. The nested super-
block speedup, defined as a ratio of computer time
required to complete one iteration at level 0 (no blocks) to
that at a given nesting level, was independent of the num-
ber of degrees of freedom. The speedup was 1.5, 3.3, 6.8,
14, and 19 for nesting levels 1, 2, 3, 4, and 5, respectively.

The additional memory (random-access memory
[RAM]) storage required for superblocks is small. Our
highest precision test case (with 74,540 degrees of free-
dom) required only 16.4 MB of RAM with five nesting
levels and 13.4 MB without superblocks (an increase of
~20%).

Conclusions and Discussion

A new superblock algorithm for improving the com-
putational efficiency of analytic element models has been
developed and tested. The algorithm reduces the per-
iteration computational cost in models containing thou-
sands of hydrogeologic features at multiple scales. The
relative performance improves as the number of elements
is increased.

The approach is currently being extended to mas-
sively parallel computer architectures (to further reduce
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Figure 3. Nested superblock solution speedup.

per-iteration cost), permitting the solution of regional-
scale models with tens of thousands of elements. The
main difficulty in parallel implementation of the nested
superblock algorithm is the amount of communications
required to maintain our global Gauss-Seidel algorithm.
In our ongoing research, we have replaced the Gauss-
Seidel algorithm with a less communication-intensive
Jacobi algorithm (where element coefficients computed
during a given iteration are not used until the next itera-
tion). This, however, significantly increases the total num-
ber of iterations. New algorithms are being developed that
significantly reduce (by ~1 order of magnitude) the num-
ber of iterations required for both Gauss-Seidel and Jacobi
methods. These algorithms are designed to be used in con-
junction with the nested superblock method presented
here. They will be reported on in the near future.
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